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Background: Machine learning (ML) techniques have been shown to successfully predict postoperative complications for high-volume
orthopedic procedures such as hip and knee arthroplasty and to stratify patients for risk-adjusted bundled payments. The latter has not
been done for more heterogeneous, lower-volume procedures such as total shoulder arthroplasty (TSA) with equally limited discussion
around strategies to optimize the predictive ability of ML algorithms. The purpose of this study was to (1) assess which of 5 ML al-
gorithms best predicts 30-day readmission, (2) test select ML strategies to optimize the algorithms, and (3) report on which patient vari-
ables contribute most to risk prediction in TSA across algorithms.

Methods: We identified 9043 patients in the American College of Surgeons National Surgical Quality Improvement Database who un-
derwent primary TSA between 2011 and 2015. Predictors included demographics, comorbidities, laboratory data, and intraoperative
variables. The outcome of interest was 30-day unplanned readmission. Five ML algorithms—support-vector machine (SVM), logistic
regression, random forest (RF), an adaptive boosting algorithm, and neural network—were trained on the derivation cohort (2011-2014
TSA patients) to predict 30-day unplanned readmission rates. After training, weights for each respective model were fixed and the clas-
sifiers were evaluated on the 2015 TSA cohort to simulate a prospective evaluation. C-statistic and f1 scores were used to assess the
performance of each classifier. After evaluation, features were removed independently to assess which features most affected classifier
performance.

Results: The derivation and validation cohorts comprised 5857 and 3186 primary TSA patients, respectively, with similar demo-
graphics, comorbidities, and 30-day unplanned readmission rates (2.9% vs. 2.7%). Of the ML algorithms, SVM performed the worst
with a c-statistic of 0.54 and an f1-score of 0.07, whereas the random-forest classifier performed the best with the highest c-statistic
of 0.74 and an fl-score of 0.18. In addition, SVM was most sensitive to loss of single features, whereas the performance of RF did
not dramatically decrease after loss of single features. Within the trained RF classifier, 5 variables achieved weights >0.5 in descending
order: high bilirubin (>1.9 mg/dL), age >65, race, chronic obstructive pulmonary disease, and American Society of Anesthesiologists’
scores >3. In our validation cohort, we observed a 2.7% readmission rate. From this cohort, using the RF classifier we were then able to
identify 436 high-risk patients with a predicted risk score >0.6, of whom 36 were readmitted (readmission rate of 8.2%).
Conclusion: Predictive analytics algorithms can achieve acceptable prediction of unplanned readmission for TSA with the RF classifier
outperforming other common algorithms.
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Total shoulder arthroplasty (TSA) is a commonly per-
formed surgery for the treatment of end-stage glenohumeral
arthritis. The current procedural terminology for TSA also
includes reverse TSA, which is indicated for rotator cuff
arthropathy, massive irreparable rotator cuff tears, and
complex 3- and 4-part proximal humerus fractures among
others. Since FDA approval of reverse TSA in 2004, the
prevalence of TSA has increased nearly 3-fold over the past
decade in the United States.'” Because of increasing scru-
tiny over health care costs in the setting of limited re-
sources, payors have pushed toward bundled-payment
programs, with a focus on reducing unplanned readmission
as one avenue to improve patient care and clinical out-
comes while reducing utilization costs. Thirty-day read-
mission rates for TSA were reported at 5.9%, on par with
readmission rates associated with total hip arthroplasty
(2.4%-7.5%).>"" Preoperative prediction of future risk of
readmission is one possible solution that can facilitate pa-
tient counseling, preoperative planning, and risk-adjusted
payment. However, the prediction of patients at risk for
readmission after TSA remains an unmet challenge due to
the variety of factors that contribute to risk stratification.”’
There exists a need for predictive classifiers that can
identify patients at risk for readmission to better inform
preoperative management, shared decision making, and
risk-adjusted reimbursement.

Regression based scoring such as the American College
of Surgeons National Surgical Quality Improvement Pro-
gram (ACS-NSQIP) and American Joint Replacement
Registry risk calculator have shown poor predictive per-
formance in joint replacement surgery for readmission.”**
Such linear classifiers are unable to parse complex patterns
that drive complication risk in patients. Machine learning
(ML) is a method of using patient data from large national
medical databases to identify patterns within the data that
can be used to predict outcomes or events. Briefly, classi-
fiers are trained by iterating through patient data with
known labels that indicate the presence of an outcome of
interest. As the classifiers continue to iterate through pa-
tient data, the algorithm coefficients are optimized to pro-
duce an algorithm that can help identify a given outcome of
interest. Within orthopedics, ML classifiers are an attractive
solution that have been used for prediction of complications
and mortality after spinal fusion, total hip arthroplasty, total
knee arthroplasty, and TSA. However, no current studies
have investigated the ability of ML to predict unplanned
readmission after TSA.””!*** Moreover, although several
different ML classifiers have emerged, few studies have
investigated which classifiers are ideal for training on na-
tional orthopedic registries.

The purpose of this study was to evaluate ML classifiers
in predicting unplanned readmission after TSA and to
assess for classifiers where performance is minimally
impacted by loss of data, as it occurs in real-world practice.
The secondary purpose of this study was to compare the

underlying predictive schemes used by different classifiers
to discern why some classifiers are superior or inferior for
use with orthopedic national registry data.

Materials and methods
Data collection

The ACS-NSQIP is a national surgical database that prospectively
collects patient data from over 700 participating institutions.'® All
data are validated with strict adherence guidelines including
routine audits to ensure high-quality data. Data from medical re-
cords, operative reports, and patient interviews are collected up to
30 days postoperatively by trained clinical reviewers. For each
patient record, the NSQIP captures patient demographic/clinical
characteristics, preoperative and intraoperative variables, and
clinical outcomes.

Patient population and feature selection

Demographic predictor variables selected for inclusion for anal-
ysis included age >65, sex, race, body mass index >40, smoking
status, functional status, preoperative weight loss >10%, and
patient medical comorbidities including diabetes, congestive heart
failure, chronic obstructive pulmonary disease, renal disease
(acute renal failure or on dialysis), hypertension requiring medi-
cation, cancer, chronic steroid use within 30 days of surgery,
coagulopathies, and American Society of Anesthesiologists’
(ASA) scores > 3. Wound infections or open wounds before
surgery, as well as systemic inflammatory response syndrome
(SIRS) or sepsis within 48 hours of surgery, were also included.
Preoperative and intraoperative variables including lab values and
type of anesthesia were used. Labs were defined as follows:
leukocytosis (>10,000/mcL), low hematocrit (<30%), thrombo-
cytopenia (<150,000/mcL), high international normalized ratio
(>1.1), high creatinine (>1.3 mg/dL), high blood urea nitrogen
(>30 mg/dL), and high bilirubin (>1.9 mg/dL). The clinical
outcome of interest was unplanned readmission occurring within
30 days of the index operation. More information regarding each
variable can be found in the ACS-NSQIP Participant Use Data
File. Statistical analysis was conducted using SAS (version 9.3,
Cary, NC, USA) with a 2-tailed a of 0.05. Bivariate analysis was
performed to compare demographics, comorbidities, and pro-
cedure characteristics. Analysis of categorical features was per-
formed using %> tests, and continuous variables were analyzed
using the Mann-Whitney U test.

Predictive classifier design

ML algorithms were developed using the Scikit-Learn (v3.7.2)
package in Python. Five different classifiers were trained: support-
vector machine (SVM), logistic regression (LR), random forest
classifier (RF), adaptive boosting classifier (AB), and neural network
(NN). These 5 classifiers were selected as they are commonly used in
medical literature and have distinct pattern recognition
methods.'*'*?® Thirty-two selected features (based on data avail-
ability and orthopedic surgeon input regarding clinical relevance)
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Figure 1  Classification maps of the 5 different ML classifiers. Each circle represents a patient whose position is based on demographic

and clinical variables plotted using principal component analysis along axes principal component 1 (PC1) and 2 (PC2). Blue circles indicate
patients with unplanned readmission, and red circles indicate patients not readmitted. Decision boundaries are displayed in the background
with blue and red colors representing predictions for unplanned readmissions and for those not readmitted, respectively. Darker shades
indicate stronger predictions, with white indicating an indeterminate prediction. Patients located within a given decision boundary for a
classifier are predicted to have an unplanned readmission (blue), to not be readmitted (red), or it is indeterminate (white). With a perfect
classifier, the color of each circle would match the color of the decision boundary.

from prior to surgery were used to predict unplanned readmission
after TSA.

Before training, classifier weights (SVM, LR, RF, AB, NN)
were initialized to random numbers. After training, the classifiers
were then trained on derivation data emanating from TSA patients
from 2011-2014 NSQIP cohorts, iterating through patients in
order to optimize weights toward values that yield maximal
classifier accuracy. Each of the five classifiers used diverse
methods of pattern recognition and classification. To test which
classifiers were best suited to capture patterns amongst readmitted
and non-readmitted patients, classification maps were developed
where each dot represents a patient (Fig. 1). Patients with un-
planned readmissions clustered together supporting our hypothesis
that features used for ML captured underlying differences among
readmitted and non-readmitted patients. Classification maps
display schemes for classifying patients from red to blue, with
patients in red regions predicted to avoid readmission and patients
in blue regions predicted to be readmitted. Within each group, the
shade of the color indicates the strength of the prediction, with
darker colors indicating stronger predictions. LR used a sequential
linear pattern recognition. SVM and NN used nonlinear prediction
maps. Lastly, the RF and AB classifiers used block classification
maps, typical of decision-based methods.

After training on derivation data, classifiers were provided
blinded data from TSA patients from the NSQIP 2015 validation

cohort and asked to predict which patients would be readmitted
based on input features. This step was performed to simulate real-
world use.

Predictive classifier performance assessment

The clinical outcome of interest was unplanned readmission
occurring within 30 days of the index operation. Primary out-
comes used to evaluate classifier performance were c-statistic and
fl-score, 2 commonly used metrics used to evaluate classifiers.”’
A c-statistic of 0.5 indicates a classifier functions as good as
random chance whereas a c-statistic of 1 is perfect in its predictive
function. In binary classifiers, the fl-score is a composite score
that considers both precision and sensitivity to measure a classi-
fier’s accuracy, with a value of 1 being perfect and 0 the worst.”’

Using the most predictive classifier tested on the 2015 TSA
cohort, we stratified patients by predicted readmission risk prob-
abilities (binned into 7 levels from 0.2 to 0.8 predicted risk,
increased in increments of 0.1). For patients at each level, we
assessed the proportion of patients actually readmitted vs. not
readmitted. Based on the latter, a calibration plot (Fig. 2) was
created demonstrating predicted readmission frequencies corre-
lated with observed readmission.
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Calibration analysis of the random forest classifier. (A) Histogram of patients with unplanned readmissions and those not

readmitted binned by risk of readmission predicted by the random forest classifier. (B) Calibration plot of mean predicted risk generated
from the random forest classifier vs. observed readmission frequencies, demonstrating a correlation between predicted and observed

readmission rates. RF, random forest.

Results

Patient characteristics, intraoperative variables,
and 30-day unplanned readmission

The derivation (2011-2014) and validation (2015) TSA
cohorts consisted of 5857 and 3186 patients, respec-
tively, and were generally similar in terms of de-
mographics, characteristics, clinical comorbidities,
preoperative laboratory data, and intraoperative variables
(Table I). Rates of coagulopathies (3.2% vs. 2.4%) and
TSA performed for osteoarthritis etiology (69% vs.
45%) were higher in the derivation cohort, whereas
rates of perioperative leukocytosis (7.5% vs. 8.7%) were
lower (P < .05 for all). There was no statistically sig-
nificant difference in 30-day unplanned readmission or
mortality.

Machine classifier

assessment

learning performance

The RF classifier performed the best with the highest c-
statistic of 0.74, positive likelihood ratio (+LR) of 1.18,
negative likelihood ratio (—LR) of 0.42, and fl-score of
0.18, whereas SVM performed the worst with a c-statistic
of 0.54, +LR of 1.17, —LR of 0.48, and f1-score of 0.07
(Fig. 3). In addition, the performance of SVM classifier 1
was the most sensitive to removal of a single variable,
whereas the performance of RF did not dramatically
decrease after the loss of a single variable (Fig. 3). Across
all classifiers, the removal of the variable “elevated BUN”’
(blood urea nitrogen) resulted in decreased classifier

performance suggesting its importance in predicting risk
for 30-day unplanned readmission.

Feature importance and performance calibration
plot for random forest classifier

After training of the RF classifier on the derivation cohort,
weights were frozen and extracted from the RF model for
analysis. Five variables achieved weights > 0.5 in
descending order: high bilirubin (>1.9 mg/dL), age >65,
race, chronic obstructive pulmonary disease, and ASA >3
(Fig. 4). Variables with the lowest contribution weights
(<0.2) for RF classifier prediction included preoperative
weight loss>10%, body mass index >40, diabetes, smok-
ing, and congestive heart failure.

Risk stratification with the RF classifier identified 436
patients (13.7% of the validation cohort) with a predicted
risk for readmission >0.6, which we have defined as the
high-risk group. An optimal threshold of 0.6 was selected
by maximizing Youden’s function to identify a threshold
providing optimal sensitivity and specificity.”’ Of this
group, 36 (8.2%) patients were readmitted (Fig. 2). This
analysis revealed that non-readmitted patients were skewed
to lower predicted readmission risk, whereas readmitted
patients were skewed to higher predicted readmission risk.
To determine if predicted risk matched observed read-
mission rate, calibration analysis was performed on the RF
classifier. After testing of the RF classifier on the validation
cohort, predicted risk was plotted against observed read-
mission rate in a calibration plot. The calibration plot had a
slope of 0.1 and a Pearson correlation coefficient of 0.70,
supporting the predictions made by the RF classifier of
match observed readmission rates after TSA (Fig. 2).
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Table I  Comparison of patient demographic and procedure characteristics among TSA patients in derivation and validation cohorts

Derivation (2011-2014), n = 5857

Validation (2015), n = 3186 P value

Age (mean)

Male gender

Dependent functional status

BMI >40

History of smoking

History of diabetes

History of pulmonary disease

History of chronic heart failure

Hypertension

History of renal disease

Steroids for chronic conditions

Bleeding-causing disorders

ASA class >2

Regional anesthesia

Operative time (mean)

Hospital LOS (mean)

Procedure etiology
Osteoarthritis
Traumatic arthropathy
Inflammatory arthritis
Other/unknown

Compilations within 30 days
Unplanned readmission
Mortality

Laboratory results within 90 d preoperatively

Low WBC count (<4500/mcL)

High WBC count (>10,000/mcL)

Low hematocrit (<30%)

Low platelets (<150,000/mcL)

High INR (>1.1)

Low sodium (<135 mEq/L)
High sodium (>145 mEq/L)
High creatinine (>1.3 mg/dL)

High blood urea nitrogen (>30 mg/dL)

High bilirubin (>1.9 mg/dL)
Low albumin (<3.4 g/dL)

69.6 (SD, 9.8)
2553 (43.6%)
163 (2.8%)
568 (9.7%)
579 (9.9%)
983 (16.8%)
382 (6.5%)
26 (0.44%)
3942 (67.3%)
31 (0.53%)
294 (5.0%)
188 (3.2%)
3079 (52.6%)
234 (4.0%)
115.3 (SD, 2.4)
2.1 (SD, 2.4)

4054 (69.2%)
342 (5.8%)
45 (0.77%)
1416 (24.2%)

158 (2.7%)
12 (0.20%)

301 (5.1%)
438 (7.5%)
85 (1.5%)
298 (5.1%)
256 (4.4%)
355 (6.1%)
58 (0.99%)
424 (7.2%)
274 (4.7%)
11 (0.19%)
124 (2.1%)

69.1 (SD, 9.8) .02
1388 (43.6%) .98
87 (2.7%) .92
357 (11.2%) .07
354 (11.1%) 83
575 (18.1%) 13
201 (6.3%) .69
15 (0.47%) .86
2126 (66.7%) 58
14 (0.44%) 56
140 (4.4%) 18
77 (2.4%) .03
1732 (54.4%) .10
108 (2.4%) 15
108.9 (SD, 43.4) <.001
2.0 (SD, 1.9) <.01
1439 (45.2%) <.0001
182 (5.7%) 81
10 (0.31%) .01
1555 (48.4%) <.0001
91 (2.9%) .66
7 (0.22%) 88
154 (4.8%) 53
277 (8.7%) .04
52 (1.6%) 5
166 (5.2%) 8
146 (4.6%) 64
228 (7.2%) 04
22 (0.69%) 15
221 (6.9%) 59
145 (4.6%) 78
9 (0.28%) 36
85 (2.7%) .10

TSA, total shoulder arthroplasty; BMI, body mass index; ASA class, American Society of Anesthesiologists Classification System; LOS, length of stay; WBC,

white blood cell; INR, international normalized ratio; SD, standard deviation.

Data are presented as n (%) unless otherwise indicated.

Discussion

In our analysis, training of ML classifiers on 2011-2014 TSA
cohorts for risk of readmission with validation against blin-
ded data from 2015 yielded a c-statistic of 0.74 with an f1-
score of 0.18, indicating acceptable risk prediction. Similar
to prior studies, we found that the RF classifier outperformed
other commonly used ML classifiers to predict unplanned
readmission after TSA. %70 Furthermore, our RF classifier
had good performance with a c-statistic of 0.74, which is
comparable with or superior to the best performing classifiers
trained to predict short-term postoperative complications
after TSA developed by Gowd et al.’

The present study identified high bilirubin (>1.9 mg/
dL), age >65, race, pulmonary disease, and ASA score>3
as variables that contributed the greatest to RF classifier
risk prediction.'’ These findings are consistent with the
prior literature that shows increasing age, pulmonary dis-
ease, and ASA are predictive for the largest proportion of
patients being readmitted for infection, dislocations,
pneumonia, and deep vein thrombosis/pulmonary embo-
lism."””® To our knowledge, only 1 propensity
score—matched study by Yin et al’’ (12,663 patients)
analyzed the role of race in TSA and observed similar rates
of 30-day complications and readmissions but higher
mortality rates in black vs. white patients. This may be
driven by psychosocial determinants of health affecting
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Random forest classifier outperforms other ML classifiers. (A) Receiver operating characteristic curves for ML classifiers

evaluated on the 2015 test set with c-statistic, f1-scores, sensitivity, specificity, positive likelihood ratio (+LR), and negative likelihood ratio
(—LR) displayed below. Gray bands indicate the 95% confidence interval for the RF classifier. (B) Percent change in c-statistic as a result of
removal of each respective variable for each of the 5 ML classifiers. Red represents a negative percent change and blue represents a positive
percent change after removal. AB, adaptive boosting algorithm; ASA, American Society of Anesthesiologists; BUN, blood urea nitrogen;
CHF, congestive heart failure; CI, confidence interval; COPD, chronic obstructive pulmonary disease; HCT, hematocrit; INR, international
normalized ratio; ML, machine learning; NN, neural network; RF, random forest; SIRS, systemic inflammatory response syndrome; SVM,

support-vector machine.

patients’ health literacy, access to necessary resources, and
ability to comply with recommended postoperative care
and follow-up. Elevated preoperative bilirubin is reflective
of underlying hemolysis or hepatobiliary dysfunction, with
the latter increasing potential for hemodynamic complica-
tions (eg, hypotension, hemorrhage, or hepatic ischemia).’
Although not demonstrated in TSA, Liao et al'® analyzed
patients with compromised liver function in lumbar and hip
fracture surgery and observed markedly higher rates
of complications including reoperation and 30-day
readmission.

Identifying patients at risk of readmission is increasingly
important as health care moves toward a value-based
care framework, and ML is one strategy that can be used
to integrate data toward producing individualized, action-
able risk-prediction scores. Recent studies have demon-
strated the utility of ML to predict complications and
readmission rates in high-volume spinal and joint recon-
structive surgery, yet the literature is sparse with regard to
TSA.”'** As the prevalence of TSA continues to grow
exponentially, so does the significance of an accurate

assessment of risk burden if value-based care is to be
achieved. One way in which additional value can be derived
is by identifying select patients as candidates for TSA at an
ambulatory surgical center. Although a recent survey of 484
active American Shoulder and Elbow Surgeons members
identified the greatest barrier to performing TSA in the
outpatient setting was a concern for potential medical
complications that may decrease procedure reimbursement,
a reliable means of risk stratification via ML could help
mitigate that trepidation.”

Furthermore, unplanned readmissions are among the
costliest burdens to the health care industry, accounting for
$17.4 billion among Medicare patients in 2004, and have
been widely studied within the orthopedic literature as a
means to curb increasing cost.”'*?"*! Prediction of un-
planned readmission remains a complex problem, with a
wide variety of factors contributing to increased risk.”’
Independent risk factors for 30-day readmission after
TSA include old age (>65), anemia, and dependent func-
tional status; however, these risk factors likely only predict
a small percentage of patients with risk of readmission.”’
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Figure 4 Random forest classifier feature weights. Feature weights assigned to variables after training of the random forest classifier on
patients in the derivation cohort from 2011 to 2014. Please see the Supplementary Appendix for breakdown of the abbreviations used.

Although value-based reimbursement classifiers seek to
maximize the outcomes-to-cost ratio on the population
scale, this only occurs by successfully addressing individ-
ual patient needs—a reality that necessitates providers
having the appropriate tools/information as well as reim-
bursement classifiers that adjust for individualized patient
risk that cannot be modified.

Within the orthopedic literature, increasing use of ML
methods to improve risk stratification of patients has
highlighted a need to parse out classifiers that are best
suited for orthopedic data. To investigate this, we per-
formed a decision map analysis to characterize pattern
recognition schemes of 6 commonly used classifiers in
predicting unplanned readmission after TSA. The decision
map analysis demonstrated that RF was best able to spe-
cifically identify patients at both an increased and
decreased risk for unplanned readmission (c-statistic =
0.74). The NN and SVM classifiers created nonlinear

decision maps that identified patients who had unplanned
readmissions; however, both classifiers also included many
patients who were not readmitted. This may be because the
SVM and NN classifiers require large amounts of data to
train and perform poorly when training on populations with
low readmission or complication rates.”> Logistic regres-
sion is a linear classifier, which displayed a linear decision
map, with gradations in risk prediction linearly distributed
from low to high, resulting in a decision map that was
largely nonspecific. These analyses support the finding that
RF classifiers are best suited for orthopedic datasets that
comprise small training data with relatively rare adverse
events or outcomes (eg, a low number of patients who
experience unplanned readmissions, complications, or
mortality). Indeed, within the orthopedic literature, RF
classifiers routinely outperform other classifiers.””"”

In comparison to other studies, the RF classifier per-
formed with similar performance to ML classifiers trained
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to predict complications or unplanned readmissions in other
high-volume orthopedic surgical procedures. Recently, ML
classifiers have been used to predict length of stay in pa-
tients undergoing total hip and knee arthroplasty. Bayesian
classifiers trained on 122,334 and 141,446 patients under-
going total hip and total knee arthroplasty achieved a c-
statistic of 0.87 and 0.78, respectively.”*’ In a similar
study by Gowd et al,” ML classifiers were trained on 13,695
patients undergoing TSA to predict postoperative compli-
cations or extended length of stay with c-statistics of best-
performing classifiers ranging from 0.60 to 0.77. In this
study, the RF classifier achieved a c-statistic of 0.74 after
training on 5857 patients within the derivation cohort
demonstrating the ability to achieve good performance
comparable with other studies with a smaller dataset.

The performance of ML classifiers to predict outcomes
is highly dependent on class balancing (ie, the percentage
of unplanned readmission).'* When outcome frequencies
are low (<10%), classifiers regrettably train to maximize
accuracy and as a result fail to capture low-frequency
outcomes of interest.'* For example, in a cohort with un-
planned readmissions of 5%, a classifier that classified all
patients as not having an unplanned readmission would be
95% accurate. To validate if our RF was affected by such
biases, we performed calibration analyses to test if classi-
fier predictions match observed frequencies of unplanned
readmissions. In examining the distribution of risk pre-
dictions for patients with and without unplanned read-
missions, we observed that patients who were not
readmitted had lower predicted scores, whereas patients
with unplanned readmissions had higher predicted scores.
Calibration plot analysis demonstrated that mean predicted
risk matches observed frequency (Pearson correlation co-
efficient, r = 0.70). In other words, in a group with a mean
predicted risk of unplanned readmission of 0.80, 80%
would have unplanned readmissions. Although the c-sta-
tistic of the RF model was 0.74, indicating good classifi-
cation performance, fl-scores were poor across all
classifiers tested. fl-score is the harmonic mean of preci-
sion and recall. In a 2-class classification problem such as
in this study, precision is defined as true-positives/(true-
positives + false-positives), or positive predictive value
(PPV), and recall is defined as true-positives/(true-positives
+ false-negatives), or sensitivity. Therefore, f1-score is the
mean of the sensitivity and PPV, providing a metric of how
well a classifier identifies all true-positives, taking into
account the predictive value of each prediction. In this
study, readmission rate was low, with roughly 3% of pa-
tients experiencing unplanned readmission after TSA.
Because PPV is directly dependent on prevalence, if the RF
classifier was tested in a cohort with increased rates of
unplanned readmission, we would expect an increase in f1-
score. In a study with a similar unplanned readmission rate
of 3.5%, Pauly et al** trained an ML algorithm to predict
all-cause readmission in a French medical system and
observed a c-statistic of 0.74 with an fl-score of 0.13. The

present study demonstrates that ML, in particular RF
classifiers, can be used to reliably predict unplanned read-
mission from individual patient data. By implementing
such classifiers, surgeons can perform individualized risk
adjustment during preoperative evaluation for improved
individualized care planning, risk-adjusted reimbursement,
and shared decision making.

Some limitations of this study should be noted.
Although we selected routinely measured variables and
performed analyses of how our classifiers were affected by
the loss of 1 variable, loss of 2 or more variables could
significantly affect the performance of our classifier.
Moreover, although the ACS-NSQIP database is a large
national database covering surgical centers and hospitals
throughout the United States, differences in data collection
standards and rigor may affect classifier performance and
generalizability to other datasets. Furthermore, as the ACS-
NSQIP dataset is a broad surgical dataset, it does not
contain granular information relevant to orthopedic surgery.
For example, current procedural terminology codes were
used to identify patients undergoing TSA; however, this
does not discriminate between TSA and rTSA. In addition,
continuous variables were dichotomized according to
abnormal cutoffs as training on continuous data led to
decreased model performance across all classifiers. Loss in
performance when using continuous variables may be a
result of inability of the classifiers to learn meaningful
cutoffs for each feature based on the relatively small
dataset. Future studies using larger datasets with continuous
data that also include more granular surgical information
may provide greater improvements in classifier perfor-
mance. In addition, although the main strength of the
classifiers discussed in this study is individualized patient
stratification, the classifiers discussed do not take into
consideration individualized surgeon experience. Several
studies have demonstrated that patients who undergo TSA
with surgeons or at hospitals with a high volume of TSA
cases have reduced complications, length of stay, and
readmissions. In a study by Lyman et al,”’ 60-day read-
mission rates were 9.5% at low-volume hospitals, whereas
only 4.6% at high-volume hospitals, emphasizing the
importance of institution on rates of readmission. Future
studies that also incorporate institution and surgeon data
may be better able to predict unplanned readmission by
taking into account the whole surgical team.

Conclusion

ML is able to predict unplanned readmission after TSA
in patients from a national database. Furthermore, when
tested in a blinded fashion, the RF classifier out-
performed other ML classifiers, with its predictions
correlating best with observed frequencies. With
growing datasets, ML-based classifiers may become
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common place in the hospital setting, thereby allowing
surgeons to better counsel patients preoperatively,
deliver better individualized outcomes perioperatively,
and provide greater value from TSA on a population-
based scale.

Disclaimer
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