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a b s t r a c t

Introduction: Competency-based frameworks are common in surgical training. However, the optimal use
of standardized technical assessments is not well defined. We investigated the effect of rater training (RT)
on the reliability and validity of four assessment tools.
Materials and methods: Forty-Seven surgeons were randomized to RT (N ¼ 24) and no training (N ¼ 23)
groups. A task-specific checklist, pass-fail, visual analog, and OSATS global rating scale (GRS) were used to
assess trainee knot-tying and suturing tasks. Delayed assessment was performed two weeks later. In-
ternal consistency, intra/inter-rater reliability, and construct validity were measured.
Results: The GRS had superior reliability and validity compared to the other tools regardless of training.
No significant differences between training groups was found. However, the RT group trended to
improved reliability for all tools at both assessments.
Conclusions: RT did not lead to significant improvements in skills assessments. Standardized assess-
ments (OSATS GRS) are preferred due to their superior reliability and validity over other methods.
Despite findings, we believe more effective training methods or repeated sessions may be required for
sustained and significant effects.

© 2020 Elsevier Inc. All rights reserved.
Introduction

Rater Training (RT) was developed to address the natural bias
introduced by subjective performance assessments, as reliable and
valid assessment methods are critical to ensure fair and accurate
evaluation and advancement. This is particularly true as training
programs shift to competency based training models.1,2 RT is a
process whereby raters undergo instruction on how to best eval-
uate trainees and produce reliable and accurate scores.3 This is
paramount in surgical training as robust technical assessment tools
are needed to assess residents’ ability to operate independently and
complete training. Unfortunately, most competency frameworks do
not specifically assess technical competency and these skills are
somewhat arbitrarily grouped under categories such as “medical
expert” or “patient care”.4 However, technical competence is clearly
too essential to be evaluated within another category for surgical
disciplines. Well-designed and high-quality methods of assessment
specific to technical skills are thus required.
spital, Z-3039 - 409 Tache
More objective and structured assessments have been designed
given this need. These include visual analog scales (VAS), task-
specific checklists, global rating scales (GRS) and combined asses-
sments.5e10 Perhaps the most well studied of these tools is the
Objective Structured Assessment of Technical Skill (OSATS) which is
considered by many to be the gold standard of technical skill
evaluation.11 However, many of these tools are suboptimal in terms
of their psychometric properties and levels of reliability and
validity.11

RT is one method that attempts to improve rater objectivity by
systematically improving the reliability of assessments.12 However,
while RT improves the reliability and validity of observational
assessment tools,3 it appears to have a more variable effect in
medical education.13e16 Despite this, many studies continue to
highlight the importance of RT prior to the use of technical skill
assessment tools.11,17 This study assessed the effect of RT on the
reliability and validity of four established technical skill assessment
tools.
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Methods

Study design

The University of Manitoba Health Research Ethics Board
approved this study. Surgeons with certification in any Royal Col-
lege of Physician and Surgeons of Canada surgical subspecialty
were eligible for voluntary participation. Raters evaluated videos of
trainees performing a suturing and knot tying task. Participants
were randomized to RT and to a no training control group using
stratified block randomization, controlling for subspecialty and
practice setting. The RT group underwent frame-of-reference
training, which has been shown to be the most effective method
of training in previous reviews.3 Participants in the control group
proceeded directly to trainee evaluation. A second rating session
was performed with all raters approximately two weeks after the
initial session to determine if there was a sustained effect of
training. Neither group underwent any form of training prior to the
second session. After the second rating session, raters in the control
group were offered the opportunity to watch the training video if
desired.

Rater training intervention

A brief frame-of-reference training video was developed, and
has been previously published (https://youtu.be/CzF-hEywufQ).18

Frame-of-reference training instructs raters on performance stan-
dards for an assessment tool. The desired level of performance for
each rating was explained to create a shared definition between
raters of an appropriate ranking for an observed performance.
Three surgeons with graduate degree training in medical education
reviewed the video prior to use for training.

Trainee assessments

The task chosen for evaluation was simple suture and instru-
ment tie. This basic and widely applicable task was chosen to
facilitate recruitment and training of a variety of surgeons. It also
allowed for evaluation of multiple trainees in a single session. Ten
videos of trainees performing a simple suture and instrument tie on
a plastic model were developed, including a range of training levels
from third year medical students to third year general surgery
residents. Only the trainee’s gloved hands and operative field were
shown to allow for blinded assessments. Videos were shown to
each rater in a random sequence at both assessments. Raters
watched each video one full time through and then completed the
assessment tools.

Assessment tools

Raters used four assessment tools to evaluate trainees’ technical
skills: (1) a pass-fail designation, (2) a VAS, (3) a task-specific
checklist, and (4) a GRS modified from OSATS. The data collection
sheet has been previously published.18 The pass-fail designation
required a dichotomous rating of either pass or fail for the overall
trainee performance. The VAS used a 10 cm horizontal line with
verbal descriptors at each end. The rater places amark on the line to
indicate the level of overall technical skill (maximum possible score
10.0). The task-specific checklist consisted of a list of 10 steps
required to correctly perform a suturing and knot-tying task. One
point is assigned for each item performed correctly and zero points
are given for incorrect items or items not performed (maximum
possible score 10).9,10 Finally, the OSATS GRS was modified, as
certain aspects of the original scale could not be evaluated on the
trainee assessment videos, including “knowledge of instruments”
and “use of assistants”. The final adapted scale assessed respect for
tissue, time and motion, instrument handling, flow of procedure
and overall performance.7,19 Each items is rated on a 5-point scale
with verbal descriptors at points 1, 3, and 5. The scores from each
itemwere averaged to give the final score (maximumpossible score
5.0).

Statistical analysis

Analyses were completed using SPSS (Version 17.0) and R Con-
sole (Version 3.1.0). Internal consistency for the multi-item scales
(checklist and GRS) was measured with Cronbach’s alpha. Reli-
ability was measured with Fleiss Kappa coefficient for the pass-fail
designation. For the continuous variables, inter-rater reliability
(IRR). Initial and delayed rater agreement were calculated using
intraclass correlation (ICC) type 2. Construct validity was assessed
using univariate logistic regression for each assessment tool score
relative to senior compared to junior trainee level. An interaction
term between the variable and RT group was included in the
regression to determine if there was any effect of RT on construct
validity. The p-value of the interaction term in the model deter-
mined if a significant effect of RT was present. Multivariate analysis
was then performed for “senior” trainee level using all assessment
tool scores concurrently for each RT group controlling for rater
characteristics.

Results

Forty-seven surgeons were randomized to RT and control
groups. Surgeons were recruited from a variety of sub-specialties
including General Surgery, Urology, Orthopedics, Otolaryngology,
Neurosurgery, Thoracic, Cardiac and Plastic Surgery. As previously
published, there was no significant difference between training
groups in terms of surgeon specialty, practice setting, gender, age,
experience with the training tools, and number of trainees per
year.18 There was a small difference in years in practice between the
no training group (9.5± 7.3) and Rater Training group 14.4± 8.2
(p ¼ 0.04). No surgeons had previous experience with RT.

Internal consistency

Internal consistency for the GRS was excellent for both training
groups at the initial and delayed assessments and inter-item cor-
relations were good to excellent. Checklist items were associated
with much lower levels of internal consistency for both training
groups, and correlations were distributed over a wide range
(Table 1). Further analysis did not support deleting any of the in-
dividual checklist items, as deleting any one item did not lead to
improvement in Cronbach’s alpha for the overall scale.

Reliability

Initial and delayed rater agreement was acceptable for the GRS
and VAS assessment forms and low for the checklist and pass-fail
designation. There was a trend towards higher agreement for the
RT group but this was not statistically significant (Table 2).

A statistically significant improvement in IRR was not demon-
strated for any of the four assessment forms. IRR was uniformly
poor for the pass-fail designation (Table 3). IRR for the continuous
assessment tools at the initial assessment has been previously re-
ported (VAS: RT ¼ 0.71 (0.50e0.91) vs. No training (NT) ¼ 0.46
(0.27e0.75); Checklist: RT ¼ 0.46 (0.27e0.75) vs. NT ¼ 0.33
(0.17e0.64); GRS: RT ¼ 0.71 (0.52e0.89) vs. NT ¼ 0.61 (0.41e0.85)
(IRR with 95% CI)).18 IRR for the continuous tools at the delayed
assessment are shown in Table 3. Reliability was higher for the RT

https://youtu.be/CzF-hEywufQ


Table 1
Internal consistency for multi-item assessment tools.

No training Rater Training

Cronbach’s alpha Mean Inter-item correlation and range Cronbach’s alpha Mean Inter-item correlation and range

Checklist
Initial 0.64 0.15 (�0.07-0.64) 0.64 0.16 (�0.06-0.54)
Delayed 0.63 0.15 (�0.02-0.7) 0.65 0.16 (�0.09-0.50)
GRS
Initial 0.94 0.74 (0.56-0.85) 0.96 0.82 (0.73-0.88)
Delayed 0.93 0.73 (0.56-0.88) 0.95 0.80 (0.70-0.87)

Table 3
Inter-rater reliability of assessment tools (ICC).

Assessment Form IRR with 95% confidence interval
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group on all three continuous assessment tools at both assess-
ments; however the 95% confidence intervals were wide and
overlapped. There was a trend towards reliability being higher at
the initial assessment, which was also not significant.

Validity

All assessment tools showed evidence of construct validity on
univariate analysis, with higher scores being associated with
increased odds of senior level of training (Table 4). Trained raters
had a trend towards improved validity, with higher OR for training
level. However, this was not statistically significant for any of the
tools. On multivariate regression, only the GRS retained significant
construct validity for both the training and control groups (Table 5).
In the control group, improved checklist scores were significantly
associated with junior level of training on multivariate analysis.

Discussion

The need to develop standardized high-quality tools to measure
technical skill in surgical training is clear but doing so remains
challenging. Assessment tools must capture multiple complex as-
pects of technical skill such as dexterity, judgment and knowledge
over a range of procedures.20 A recent review found that minimum
performance levels to determine competence are often completely
arbitrary across a heterogeneous mix of tools used for skill as-
sessments.11 Although OSATS represents the current “gold stan-
dard” of technical skill assessment, it fundamentally remains an
observational tool despite the structured format. Even after
extensive validation, OSATS at times fails to achieve the minimum
accepted reliability of 0.8 for high stakes testing.18,21,22 Efforts to
improve standardized tools and define benchmarks for success
remains of utmost importance as surgical educationmoves towards
competency-based assessment.23,24 Also of importance is that
implementation of these tools into a training curriculum requires
significant resources. It may be difficult for programs to know
which tools to rely on especially given the number of different
potential assessment mechanisms.

This study sought to examine the psychometric properties of
several established technical assessment tools, and the effect of RT
on these properties using a randomized, controlled design. Despite
trends towards improved reliability and validity with RT, a signifi-
cant difference between groups was not demonstrated. It may be
difficult to adequately power reliability studies with multiple raters
Table 2
Assessment tool initial and delayed rater agreement.

No training Rater Training

Pass-fail 0.41 (0.26-0.57) 0.45 (0.32-0.59)
VAS 0.62 (0.54-0.70) 0.71 (0.64-0.77)
Checklist 0.46 (0.35-0.56) 0.53 (0.43-0.61)
GRS 0.66 (0.58-0.73) 0.73 (0.67-0.79)
to show such differences.18 Regardless, the results reveal important
information about the psychometric properties of these rating tools
which can guide their future use and study. Fig. 1 summarizes the
psychometric properties of pass-fail ratings, VAS, checklists, GRS,
and the effects of RT and timing of assessment on these tools.
Pass-fail designation

Use of the pass-fail designation was very heterogeneous, sup-
porting the inconsistency of pass-fail assessments. Rater agreement
and reliability was uniformly poor, consistent with prior study.25

Results of the pass-fail designation do however provide insight
into rater behavior. Particular raters passed every learner, regard-
less of their training group or the trainees’ concurrent assessment
tool scores. The same raters passed all trainees at both assessments
in the majority of cases. Additionally, nearly a third of raters in both
groups gave a passing grade to a learner with a clearly insufficient
performance of the task. Such behavior could be used to identify
raters who are excessively lenient and prone to rating errors, or
those that are resistant to training. This suggests that pass-fail
designations alone should not be used to make judgments about
technical skill due to their unreliable and subjective nature.
Task-specific checklists

Checklist items had moderate internal consistency with poorly
related and wide-ranging inter-item correlations. It has been sug-
gested that checklists punish efficiency and innovation by giving
points for proceeding methodically as opposed to measuring true
competence.26 Competent, high-level trainees who bypass the
step-wise construct of the checklist may in fact then have lower
checklist scores.9,26 This characteristic may also convert experi-
enced raters into observers that record binary events as the sub-
tleties of experienced judgment are removed from the evaluation.27

These phenomena may explain the variation in checklist scores,
includingwhy higher scores were not associatedwith a higher level
of training on multivariate regression. As well, it may have been
challenging for raters to accurately recall and capture each item for
No training Rater Training

Pass-fail
Initial 0.20 (0.17-0.25) 0.22 (0.18-0.26)
Delayed 0.11 (0.07-0.15) 0.16 (0.13-0.20)

VAS
Delayed 0.43 (0.24-0.73) 0.54 (0.34-0.80)

Checklist
Delayed 0.27 (0.13-0.57) 0.42 (0.23-0.71)

GRS
Delayed 0.52 (0.32-0.79) 0.64 (0.45-0.86)



Table 4
Univariate logistic regression odds ratios for senior level of training.

Assessment tool No Training Rater Training p-value

Pass/Fail 5.39 (2.53-11.46) 6.08 (3.08-12.01) 0.82
VAS 1.45 (1.27-1.65) 1.70 (1.46-1.97) 0.12
CT 1.23 (1.07-1.41) 1.50 (1.30-1.73) 0.06
GRS 3.73 (2.51-5.54) 4.25 (2.85-6.33) 0.65
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a relatively brief task. Although accuracy was not specifically
addressed in this study, one trainee failed to cut the sutures and yet
close to half of raters in both training groups marked this task as
complete on the checklist. All of these factors had the potential to
limit the reliability of the checklist. IRR and initial and delayed rater
agreement were fair to moderate, performing only minimally bet-
ter than the pass-fail designation. This raises concern about the use
of checklists as a sole means of trainee evaluation. However,
checklists still remain one of the limited ways to measure
procedure-specific knowledge in a systematic fashion. This sug-
gests that combining a task-specific checklist with a second, more
reliable overall assessment tool should be considered if evaluation
of procedure-specific information is required.

VAS

VAS had IRR and initial and delayed rater agreement most
comparable to the GRS in the current study. VAS were also asso-
ciated with the largest difference in IRR between the trained and
untrained groups. These tools are intuitive to use, but by design are
relatively simple with minimal additional descriptors provided.
This may cause VAS to be more susceptible to different in-
terpretations of the upper and lower ends of the scale by individual
raters. Defining the upper and lower limits with anchors may have
helped improve the shared understanding of these limits and
increased reliability to levels approaching the GRS. VAS’s function
similarly to GRS in that theymeasure a perceived general concept of
technical skill. They are also intrinsically easy to use and under-
stand. Consequently, they may not add any additional information
to what is already evaluated with a GRS. When assessed in multi-
variate analysis with the other tools, the VAS did not maintain
evidence of significant construct validity. These tools may then
serve as a fast and uncomplicated assessment of technical skill.
However, they may not outperform other well-established tools
such as the GRS.

GRS

Internal consistency was excellent for the OSATS GRS with
values similar to previously published in the literature.19,22,25 One
of the innate advantages of GRS is that the tool measures several
related qualities that represent an overall construct of technical
Table 5
Multivariate logistic regression odds ratios for senior level of training.

Assessment tool Odds Ratio (95% confidence interval) p-value

No Training
Pass-Fail 0.46 (0.16-1.34) 0.15
VAS 1.02 (0.78-1.35) 0.86
Checklist 0.64 (0.50-0.82) <0.001
GRS 6.31 (3.05e13.05 <0.001

Rater Training
Pass-Fail 0.88 (0.34-2.28) 0.79
VAS 1.15 (0.87-1.51) 0.33
Checklist 0.94 (0.76-1.17) 0.59
GRS 3.31 (1.60-6.84) <0.001
ability. There were trends towards improved reliability on the GRS
with RT. The GRS specifies that it is to be used “irrespective of
training level”. This was emphasized throughout the training. We
sought to more clearly outline performance standards for each
portion of the GRS. The upper limit of the scale was defined as the
performance onewould expect from a competent surgeon as that is
the ultimate goal of training. This definition is not without flaw
though as variability within practicing competent surgeons is still
expected. However, this portion of the definition was meant to
emphasize the correct reference for the scale’s upper limit. Sur-
geons not explicitly trained in the optimal use of the assessment
tools may erroneously use the top end of the scale as the best
performance they would expect from an individual trainee or of
trainees at a particular training level. The GRS contains anchoring
statements but in many cases they include terms not inherently
understood or representative of a specific level of performance.
Although this characteristicmay decrease reliability between users,
it also allows the GRS to be applied to many different procedures
and settings. This makes some degree of training essential to create
procedure-specific shared definitions between raters and ensure
reliable use in varied situations.11,28 The GRS had the highest IRR of
all tools in both training groups at each assessment. Initial and
delayed rater agreement was good for both groups. GRS were also
the only evaluation tool to maintain evidence of construct validity
in the multivariate regression analysis. Therefore, this study sup-
ports the body of evidence advocating the use of the OSATS GRS as
the current optimal technical skill assessment tool.11

Limitations

There are several limitations in this study which may have
impacted the psychometric properties of the assessment tools.
Reliability may improve with a broader range of observed perfor-
mances.12 Evaluation of a more complex task or a wider range of
training levels thus may have increased reliability. Methodological
challenges occurred during completion of some of the tools. It was
difficult to complete all 4 tools in a timely and accurate manner for
the simple surgical task, in particular longer tools such as the
checklist. Three surgical education experts provided feedback on
the RT protocol, but did not perform trial ratings. This addition may
have identified some of the challenges raters faced when using the
tools and allowed for improvements. Use of a modified version of
the OSATS GRS was necessary given that some of the factors could
not be determined from our videos. While this practice is common
in surgical education studies, it necessitates re-validate of the tool
and limits the generalizability of results and the ability to compare
results to other studies that use the full scale or different modifi-
cations.11 As longer tools generally have superior reliability,
removing points from the GRS could also have contributed to
decreased reliability.

Developing an effective RT protocol is challenging due to vari-
ability in the existing literature about the optimal training format.18

We sought to develop a concise training video that could be shown
prior to any individual training session. However, the training
format of the present study may have been sub-optimal or too brief
to lead to significant changes in rater behavior.18 Longer or multiple
training sessions tools may have been necessary to integrate the
training construct. Training for a smaller number of tools may have
beenmore effective. Practice rating sessions with feedback or video
examples of trainee performance levels could also have been of
benefit. Additionally, RT could have been repeated at the delayed
assessment to see if there was any additive or sustained effect, as
opposed to assessing if a potential effect was lost over time. It is
impossible to know without further study if changes to the current
training would lead to additional improvement in the psychometric



Fig. 1. Summary of assessment tool reliability and validity results.
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properties of the tools, or if an entirely new training format would
be beneficial.

Finally, our group of untrained raters had been in practice
slightly longer than the RT group, although there was a wide range
in both groups. Regardless, experience with assessment tools and
numbers of trainees were similar between groups, which likely
represent more important factors for determining whether one is
an “expert” evaluator.

Despite these limitations, the authors believe that this investi-
gation is one of the most robust examples of rater training in sur-
gical education and that these results provide important insight
into psychometric properties of standardized technical skill as-
sessments. It is likely that many clinically active surgeons and
training programs underutilize these assessment methods due to
perceived constraints such as lack of tool familiarity or the need for
formal training. The results of this study suggest that experienced
surgeons can evaluate performance with reasonable accuracy
based on their experience. Thus, it is important that educators and
programs are encouraged to use standardized skills assessments
like the GRS in surgical training while efforts to refine and improve
them are on-going.

Conclusions

This paper highlights some of the limitations of current tech-
nical skills assessments. Rater training was not associated with a
significant improvement in the psychometric properties of com-
mon technical skill assessment tools. The reliabilities of pass-fail
designations and task-specific checklists were poor, and results
from these tools should be interpreted with caution. For the VAS
and GRS, the reliabilities demonstrated would be considered
“good” for the RT group and “moderate” for the non-trained group
for educational purposes. Despite our efforts to improve reliability,
the IRR of all the tools remained below the minimum threshold of
0.8 required for high stakes testing. Although all tools showed ev-
idence of validity by construct, this was onlymaintained by the GRS
on multivariate analysis. Our findings support the continued use of
the GRS as the preferred method of technical skill evaluation in
surgical training given its superior reliability and validity.
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